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The connectivity-based phasing method currently allows ab

initio determination of phases for several hundred re¯ections.

In the case of large macromolecular crystals, these re¯ections

correspond to a very low resolution and the structural

information deduced essentially consists of the molecular

packing and an approximate molecular envelope. However,

when the unit cell is relatively small, such a phasing procedure

can produce phases such that secondary-structure elements

can be identi®ed in the corresponding maps. In the case of the

pheromone Er-1, all three �-helices present are seen in the ab

initio phased maps. In the case of protein G, not only the

�-helix but also some individual �-strands are distinguishable.
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1. Introduction

Direct phasing of a single set of experimental magnitudes at

low resolution can provide useful information for structure

determination when conventional phasing techniques are not

applicable. The incorporation of the connectivity analysis of

Fourier syntheses (Lunin et al., 2000) into the framework of a

general low-resolution ab initio phasing method (Lunin et al.,

1990, 2002) makes this method one of the most ef®cient in this

resolution range. Several examples of successful application of

this method to the determination of molecular positions have

been published previously (Lunina et al., 2000). A series of test

calculations (all performed with experimental structure-factor

magnitudes) was completed by the successful application of

the method to the determination of the structures of LDL

(Lunin et al., 2001) and lectin SML-2 (MuÈ ller & Lunina, in

preparation). It is worthy of note that from the very beginning

of protein crystallography the connectivity properties of

Fourier syntheses maps have been used for qualitative esti-

mation of the success of phasing. Bhat & Blow (1982) and

essentially Wilson & Agard (1993) and Baker, Bystroff et al.

(1993) used these properties as the basis for map modi®cation

in phasing. In our approach, similar to that of Baker,

Krukowski et al. (1993), this information is expressed

numerically and becomes a selection criterion.

The goal of this work was to study the possibility of using

this method to extend phase information to medium resolu-

tion and to examine the kinds of structural details that can be

obtained using such an approach. We do not discuss all the

details of the protocols applied and the methods by which

these protocols were obtained; the choice of protocols and

de®nition of optimal parameters could be the topic of an

independent paper. Our basic aim here is to demonstrate that

with some reasonable protocols ab initio phasing of several

hundred of the lowest resolution re¯ections for small proteins

can lead to visualization of secondary-structure elements and

not just a rough envelope.



The observed structure-factor magnitudes were used in all

the tests discussed below. The comparison of phases found ab

initio was performed with those calculated directly from

atomic model. We did not introduce corrections for bulk

solvent (Urzhumtsev & Podjarny, 1995) in order to avoid

discussion of the choice of the bulk-solvent model and the

estimation of corresponding parameters, which is a separate

issue (we note that some of these models modify the magni-

tudes only and not the phases). Secondly, the Fourier maps

calculated with the model phases show the macromolecules

well, sometimes even better than the maps calculated with the

corrected phases, and for our goal of visualization of

secondary-structure elements these phases are quite suitable

for following the progress of phasing.

2. Phasing method

2.1. Phasing procedure

The connectivity-based phasing method (Lunin et al., 2000)

is founded on the observation that the topological properties

of high-density regions of Fourier syntheses differ between

properly phased syntheses and those calculated with random

or erroneous phases.

Let �(r) be a Fourier syntheses calculated on a grid in the

unit cell, �* be some cutoff level and 
(�*) = {r: �(r) � �*} be

the high-values region mask, which is de®ned in this paper as

the region composed of all real-space points such that the

Fourier synthesis value at the point exceeds the speci®ed

cutoff level. If the cutoff level �* is chosen appropriately, the

mask corresponding to the correctly phased low-resolution

macromolecular synthesis is usually composed of a small

number of isolated components. At very low resolution, the

number of these components is equal to the number of

molecules in the unit cell, while at a higher resolution there

may be several components per molecule. On the other hand,

the masks for randomly phased syntheses are likely to contain

in®nite merged regions (for low-resolution syntheses) or/and a

large number of small `drops' (for medium-resolution synth-

eses).

It is important to keep in mind that in the following the

region 
(�*) used for connectivity study does not cover the

whole molecule but corresponds to its central part or to its

mostly dense molecular domains.

Such differences in the features of the high-density regions

may serve as a basis for a phasing procedure that follows the

general scheme suggested previously by Lunin et al. (1990)

and consists of the following steps.

(i) For the available independent structure-factor magni-

tudes, a large number of random phase sets are generated. The

phases are generated uniformly at the beginning or in accor-

dance with known phase distributions if this information is

already available (e.g. from the previous steps of ab initio

phasing). The phase distribution is supposed to be continuous

for acentric re¯ections and is limited to two allowed values for

centric re¯ections.

(ii) For each generated phase set, the Fourier synthesis is

calculated using the experimental structure-factor magnitudes

and the generated phases.

(iii) The connectivity analysis is performed for the mask of

the Fourier synthesis corresponding to the chosen cutoff level

�*. This analysis implies the identi®cation of connected

components in the mask and the calculation of the number of

such components per unit cell and their individual volumes.

The connectivity-analysis algorithm used is discussed in

Appendix A.

(iv) If the results of the connectivity analysis satisfy the

imposed conditions (selection rules), the generated phase set

is selected for further analysis. In the simplest mode, the phase

set is selected if the number of components is equal to the

expected number of molecules in the unit cell. Further selec-

tion rules are discussed below.

(v) After a reasonable number of phase sets (e.g. about 100)

have been selected, they are `aligned' using the permitted

origin/enantiomorph choices (Lunin et al., 1990; Lunin &

Lunina, 1996) and averaged. For each re¯ection h, this aver-

aging produces the `best' phase 'best(h) and its individual

®gure of merit m(h) which re¯ects the spread of the phase

values corresponding to this re¯ection in different selected

phase sets. It is worthy of note that the result of averaging may

depend on the alignment used.

The details of the method are given in Lunin et al. (2000)

and are not discussed here. At the same time, it is useful to

restate some terms used below in the description of the tests.

The most important managing parameters of the method are

the cutoff level �* used when preparing Fourier synthesis

masks and the set of selection rules.

2.2. Fourier synthesis mask

The ®rst important parameter of the method is the cutoff

level used to de®ne the high-values region. In our tests, it is

de®ned mostly through the relative volume of the corre-

sponding mask. For a given Fourier synthesis calculated on a

grid, each cutoff level �* separates all points of the unit cell

into two sets: those with a synthesis value higher than �* and

those lower. If N is the total number of grid points in the unit

cell and N* is the number of those with a high density, i.e.

belonging to the mask 
(�*) = {r: �(r) � �*}, the relative

volume is the ratio � = N*/N. The higher �*, the smaller � and

vice versa. Sometimes it is convenient to use a more invariant

way of specifying the cutoff level, e.g. to specify it by the ratio

of the mask volume to the number of residues, where the

volume and the number of residues correspond to the content

of a unit cell.

It was found empirically (Lunin et al., 2000) that in many

cases a speci®c volume near to 25 AÊ 3 per residue is a suitable

choice for the beginning of the work, which roughly corre-

sponds to � = 0.1 for `usual' proteins. This volume is very small

and con®rms the remark made in the previous section that the

region 
(�*) should not be confused with the molecular

region and that the parameter is not directly linked to the

molecular volume (while the choice of �* may be in¯uenced
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by this latter). Also, this value of 25 AÊ 3 is only indicative and

both smaller and larger values can be used in practice

depending on particular problems.

2.3. Connectivity analysis

For the chosen parameter � (or corresponding �*), the

region 
(�*) may be composed of several connected

components whose number and shape vary with �. The

method of composition of the mask from the connected

components is the object of the connectivity analysis. Some

maps show high-density regions continuously crossing the

whole space. This is rather unusual for correctly phased maps

and may be used to eliminate wrong phase sets. If the space

group contains Nsym > 1 symmetry operations, each connected

component should be presented, generally speaking, by Nsym

copies, but this is not always the case when the symmetry-

linked regions are merged together, for example. Naturally,

the regions linked by crystallographic symmetry have exactly

the same volume. On the other hand, the map can contain

several connected regions not linked by symmetry that acci-

dentally have exactly the same volume. The selection criteria

discussed in this paper characterize each domain by its volume

only and therefore cannot distinguish between these regions.

The ®nite component volume is estimated in the tables below

by the number of grid nodes covered by the component. The

number of regions with exactly the same volume is referred to

below as `the multiplier corresponding to the considered

volume'. The list of component volumes and their multipliers

(arranged in the decreasing order) produces the output of the

connectivity analysis.

Strictly speaking, the features listed characterize some mask

and not the phase set. Nevertheless, in this paper the only

masks considered are those corresponding to Fourier synth-

eses calculated with the observed magnitudes and trial phases.

Therefore, we will link the connectivity-analysis output list

and the connectivity properties to the trial phase set as well.

The full connectivity analysis implies the study of a variety

of masks corresponding to different �. Nevertheless, in this

paper we restrict the analysis to one previously chosen level

only.

2.4. Selection rules

The selection rules in the test discussed below were based

on the results of the connectivity analysis of a mask of Fourier

synthesis calculated with trial phases and observed magni-

tudes. For the chosen cutoff level, the number of mask

components is calculated in the whole unit cell, taking its

periodicity into account. In the tests discussed in the current

paper, the next three selection rules were used in various

combinations.

Selection rule A. The mask must consist of a speci®ed

number Ncomp of connected components of equal volume.

Selection rule B. The total number of connected compo-

nents is less than or equal to some value Ncomp that is speci®ed

in advance; additionally, the multiplier corresponding to the

largest component must be equal to a speci®ed value �largest.

Selection rule C. This is similar to rule B, but a permitted

multiplier �second corresponding to the component second in

size is also speci®ed.

A selection criterion, in particular one based on the rules

formulated above, may depend on some inner parameters

such as the cutoff level in the mask building or the resolution

of the Fourier synthesis. Obviously, several criteria with

different parameter values, as well as criteria of different

kinds, may be used together.

2.5. Map alignment

To evaluate the `formal' closeness of two phase sets {'1(h)}

and {'1(h)}, the map correlation coef®cient, which is equiva-

lent to the phase correlation weighted by magnitudes, was

used (Lunin & Woolfson, 1993),

C' �
R ��1�r� ÿ h�1i���2�r� ÿ h�2i� dVrR ��1�r� ÿ h�1i�2 dVr

R ��2�r� ÿ h�2i�2 dVr

� 	1=2

�
P

h

Fobs�h�2 cos�'1�h� ÿ '2�h��P
h

Fobs�h�2 : �1�

Here, �i(r) is the Fourier synthesis calculated with the

observed magnitudes {F obs(h)} and phases {'i(h)}, i = 1, 2. This

measure was found to be more appropriate than the mean

phase difference when comparing low-resolution maps, where

the strongest re¯ections are more important than the weaker

ones. Two phase sets that are formally very different may in

fact present very close solutions of the phase problem, but

linked to different origin/enantiomorph choices. To take this

into account, some kind of alignment must be performed in

accordance with the origin/enantiomorph choices permitted

before calculation of the formal phase closeness is performed

(Lunin et al., 1990; Lunin & Lunina, 1996). In the present

work, the alignment was based on maximization of the map

correlation coef®cient.

The correlation coef®cient (1) for two phase sets depends

on the resolution dalign at which these sets are compared;

variation of this resolution may change the optimal phase

alignment. In order to simplify the presentation of the

material, in the current article we do not discuss the choice

of this essential but technical parameter of the alignment

procedure. It may be considered in the following that this

resolution is equal to the highest resolution used in the

selection rules in each phasing step.

2.6. Phase refinement

In the ®rst run of the phasing of a particular re¯ection h, the

corresponding phase value '(h) is generated as a random

variable distributed uniformly over the [0, 2�] interval. In

subsequent phasing cycles this phase is generated in accor-

dance with the Von Mises distribution (circular normal

distribution; Evans et al., 2000),

P�'� ' expft�h� cos�'ÿ 'best�h��g: �2�



Here, 'best(h) is the phase obtained as a result of the averaging

in the previous cycle of phasing and the parameter t(h) in the

distribution is adjusted so that hcos(' ÿ 'best)i = m(h), where

m is the available estimate of the ®gure of merit for the given

phase.

For centric re¯ections, the choice is performed for two

possible values that are taken with equal probability at the

®rst step and with the estimated probability for phase exten-

sion.

3. Ab initio phasing of pheromone Er-1

3.1. Crystals of Er-1

The structure of the pheromone Er-1 has been reported by

Anderson et al. (1996), who considered this crystal to be `a

challenging case for protein crystal structure determination'.

The crystals of Er-1 belong to space group C2, with unit-cell

parameters a = 53.91, b = 23.08, c = 23.11 AÊ , � = 110.4�. A

complete data set at a resolution of 1 AÊ is available for this

crystal. Very dense packing of the macromolecule (Matthews

coef®cient VM = 1.53 AÊ 3 Daÿ1) made its structure determi-

nation impossible using some conventional methods and

dif®cult using others (Anderson et al., 1996). This packing

suggests Er-1 to be a very interesting example for our

connectivity-based phasing method, which is expected to work

more easily if the macromolecules are well separated in the

unit cell. Another feature of this protein is that it is formed of

three �-helices. Owing to the relatively small size of the

protein, the number of independent re¯ections is small even at

the resolution of 4±5 AÊ (Table 1) at which the helices can be

recognized if the quality of the Fourier syntheses is reason-

able.

3.2. General strategy of the search

Phasing of the diffraction data was performed in several

steps. Firstly, phases were found for a few tens of re¯ections of

lowest resolution. This phase set was then extended in several

iterations, with several tens of re¯ections added each time.

This choice of the number of re¯ections allowed a relatively

complete search of the phase space in each step. The space

group C2 has four symmetry transformations, so that the ®rst

(low-resolution) selection rule may be formulated as `the unit-

cell mask falls into four connected components of the equal

volumes' (one component per the molecule), which is the

selection rule A listed above with the multiplier Ncomp = 4 (see

x2.4). When the resolution increases, these components can

decompose into several smaller ones. The way in which this

decomposition happens is unknown and it is dif®cult to predict

the exact composition of such an image. However, the number

of connected components should not be large (maps with

many drops are considered to be noisy maps). It can also be

supposed that the number of major connected regions is equal

to the number of molecules, i.e. to four. In all cases, in®nite

components were forbidden (condition not shown in Table 2).

An important parameter of the connectivity analysis is the

cutoff level at which the Fourier synthesis masks are built and

analyzed. In the current case of a densely packed protein, it

can be expected that the components for individual molecules

would merge into each other if a cutoff corresponding to the

recommended speci®c volume of 25 AÊ 3 per residue (the

relative volume occupied by the mask is 0.17) is chosen.

Instead, the relative volume of the mask was taken as 0.13

(roughly 19 AÊ 3 per residue).

In each step, random phase sets were generated until 100 of

them were selected. To simplify the analysis and comparison

of the results, all maps were calculated on the same grid with

grid size 40 � 20 � 20, which is suf®cient to work at a reso-

lution d of approximately 4 AÊ , assuming as appropriate a grid

step of d/3.

3.3. Results of phasing

Details of the application of the general strategy described

above are given in Table 2. For each generated phase set, the

Fourier map masks were analyzed at several resolutions
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Table 1
Number of re¯ections in resolution zones for pheromone Er-1.

The last row shows the number of additional re¯ections in each resolution
zone compared with the previous one.

Resolution (AÊ ) 11.0±1 7.5±1 5.8±1 5.0±1 4.5±1 4.1±1 3.9±1
No. re¯ections 13 39 82 132 178 230 264
+ No. re¯ections 26 43 50 46 52 34

Table 2
Scheme of connectivity-based phasing of the pheromone Er-1.

Here, dmask is the resolution of the synthesis subjected to connectivity analysis
and Ncomp, �largest and �second are the total number of connected components
and the multiplicity of the largest and the second components, respectively.
A, B and C are the selection rules described in x2.4.

Cycle
dmask

(AÊ )
Selection
rule Ncomp �largest �second

No. of generated
phase sets

1 11.0±1 A 4 4 Ð 72818
17.5±1 C �24 4 4 or 0

2 11.0±1 A 4 4 Ð 17876
7.5±1 C �24 4 4 or 0
5.8±1 B �36 4 Any

3 11.0±1 A 4 4 Ð 81127
7.5±1 C �24 4 4 or 0
5.8±1 B �32 4 Any
15.0±1 B �36 4 Any

4 11.0±1 A 4 4 Ð 53100
7.5±1 C �24 4 4 or 0
5.8±1 B �32 4 Any
4.5±1 B �60 4 Any

5 11.0±1 A 4 4 Ð 28354
7.5±1 C �24 4 4 or 0
5.8±1 B �32 4 Any
4.1±1 B �100 4 Any

6 11.0±1 A 4 4 Ð 46733
7.5±1 C �24 4 4 or 0
5.8±1 B �32 4 Any
3.9±1 B �120 4 Any
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simultaneously and different rules (A±C) were used in

different combinations. As seen in Table 2, the allowed

number of connected components increased with the resolu-

tion. The ®rst phasing step required the largest number of

phase sets to be checked. When the phases for the ®rst 39

re¯ections were evaluated (step 1), the phasing of the next 43

re¯ections (step 2) required many fewer phase sets to select

the required 100 phase sets for averaging. This probably

means that the connectivity properties of the maps at 5.8 AÊ

resolution are essentially de®ned by the re¯ections of lower

resolution. This is different from step 3, where the number of

analyzed phase sets again increased.

In order to estimate a posteriori the quality of the generated

phases in this test case where the atomic model is already

known, the weighted phase correlation for the aligned phase

sets was used. The map correlation was calculated for two

phase sets, one obtained ab initio and the second one calcu-

lated from the available atomic model (Anderson et al., 1996).

This correlation is shown in Table 3 as a function of the

resolution zone.

The correlation shown for the maps both at a given reso-

lution and in different resolution shells indicates that the

conditions imposed at a higher resolution were important in

order to increase the quality of the corresponding phases (see,

for example, columns `4.1±4.5' and `4.5±5.0'). At the same

time, when higher resolution re¯ections are included in the

selection, the quality of the lower resolution re¯ections

(column `11.0±1') ®rst increased somewhat and then fell. This

has been observed previously and shows the need to improve

the procedure further and the ways to achieve this. It follows

from the ®rst column (`3.9±4.1') that the applied procedure

was not suf®cient to obtain good phases for the re¯ections of

resolution about 4 AÊ . The reason may be an insuf®cient

number of iterations, the use of inadequate criteria or the

resolution being too high for the given procedure; this analysis

is outside the scope of the current study.

In any case, the main criterion of the map quality is the

structural details that can be found in the corresponding maps.

Figs. 1 and 2 show the weighted maps calculated with the

experimental magnitudes and the phases and ®gures of merit

(FOMs) obtained ab initio.

Individual molecules, represented by the peaks at their

centres, are seen only at very low resolution, for example 11 AÊ

(Fig. 1a). These maps show four clear peaks which are isolated

even at quite a low cutoff level corresponding to 0.35 of the

unit-cell volume. At 7.5 AÊ , the map already shows eight or 12

isolated regions, depending on the cutoff level chosen (Fig. 1b)

and their composition into individual molecules is impossible.

Table 3
Comparison of the phases obtained ab initio with the phases calculated from the atomic model for pheromone Er-1.

The map correlation coef®cient (1) multiplied by 100 is shown for different resolution shells and different cycles of the phasing.

Resolution (AÊ ) 3.9±4.1 4.1±4.5 4.5±5.0 5.0±5.8 5.8±7.5 7.5±11.0 11.0±1 7.5±1 5.8±1 5.0±1 4.5±1 4.1±1 3.9±1
No. of re¯ections 34 52 46 50 43 26 13 39 82 132 178 230 264

Map correlation
Step 1 41 43 39 41 38 66 69 66 50 40 33 29 29
Step 2 29 48 33 44 39 70 76 70 54 41 32 28 26
Step 3 23 41 37 37 48 69 82 70 49 41 32 25 23
Step 4 19 49 45 39 49 68 80 68 51 40 32 26 23
Step 5 29 69 55 49 42 66 67 64 50 43 30 27 26
Step 6 17 63 58 40 42 74 69 72 51 40 31 28 26

Figure 1
Projections of weighted Fourier synthesis maps (the whole unit cell) for
the pheromone Er-1 calculated with the phases found ab initio. (a) Map
resolution is 11.0 AÊ ; the contours correspond to the relative mask
volumes 0.04 (black) and 0.35 (green); (b) map resolution is 7.5 AÊ ; the
contours correspond to the relative mask volumes 0.04 (black) and 0.20
(green).



If all re¯ections to a resolution of 7 AÊ are included in the

map calculation, the map obtained (Fig. 2a) clearly shows

three connected elongated regions corresponding to all three

�-helices of the protein. The size of these regions correlates

well with the length of the corresponding helices and they are

well positioned; however, the direction of two of them is

slightly different from the direction of the corresponding

helices. Interestingly, while the helices are clearly seen in the

ab initio obtained maps, the dense packing does not allow the

separation of molecules. Similar results in the connectivity-

based phasing of Er-1 were obtained independently by

ChabrieÁ re et al. (2001).

When a map is calculated at a formal resolution of 4 AÊ , the

effective resolution of the map is lower owing to weighting by

FOMs (we do not formalize this notion of the effective reso-

lution here). Nevertheless, the addition of re¯ections provides

us with some further detail (Fig. 2b). In particular, the density

at the left part of this image clearly follows several turns of the

helix. While this demonstrates the potential

of the method, the noise present in this map

and the less clear identi®cation of the other

two helices show the current limitations.

4. Ab initio phasing for protein G

4.1. Crystals of protein G

The crystals of protein G belong to space

group P212121, with unit-cell parameters

a = 34.9, b = 40.3, c = 42.2 AÊ . The asym-

metric part of the unit cell contains a single

molecule. The structure of this protein has

been solved by Derrick & Wigley (1994) at

a resolution of 1.1 AÊ , for which a complete

data set is available. This protein contains

61 residues (about 600 non-H atoms) and its

secondary structure is composed of one

�-helix and one �-sheet formed by four

strands. The number of independent

re¯ections for different resolution shells is

shown in Table 4. For this crystal, the

speci®c volume of 25 AÊ 3 per residue corre-

sponds to the relative volume of a Fourier

synthesis mask near to � = 0.1. Masks with

this relative volume were used in the

connectivity analysis.

4.2. Phasing strategy

Analysis of the number of re¯ections

allows the establishment of a general

strategy for phasing. The procedure can be

started from the phasing of 15 re¯ections at

a resolution of 16 AÊ where individual

molecules can be searched for. Since there

are four molecules in the unit cell, the

number of connected components expected

in the correct phase synthesis is four. The

same condition of four connected compo-
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Table 4
Number of re¯ections in resolution zones for protein G.

The last line shows the number of additional re¯ections in each resolution zone compared with the previous one.

Resolution (AÊ ) 16.0±1 12.0±1 10.0±1 9.0±1 8.0±1 7.0±1 6.5±1 6.0±1 5.0±1 4.5±1 4.0±1 3.5±1 3.2±1 3.0±1
No. re¯ections 15 28 46 61 85 117 150 181 305 411 580 847 1101 1323
+ No. re¯ections 13 18 15 24 32 33 31 93 106 169 267 254 222

Figure 2
Ab initio phased weighted Fourier synthesis maps for pheromone Er-1 superposed with its
atomic model. (a) Resolution 7.0 AÊ ; note the continuous density for each of the three helices;
(b) resolution 4.0 AÊ ; the image is rotated in comparison with (a) in order to optimally present
the density corresponding to the helix shown in red.
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nents can be also tried at 12 AÊ since the number of re¯ections

is still small. At higher resolution this is no longer true and

each of symmetry-linked molecules can already be seen as two

or three compounds. Therefore, another selection criterion

can be tried and the permitted number of regions can be

de®ned as eight or 12, with the ®rst multiplier equal to four.

At a resolution of 8 AÊ the data set consists of 85 re¯ections,

which is too many for the initial exhaustive search. Therefore,

if we want to arrive at such a resolution, we need to perform

this in several iterations. It is simpler to choose the grid once

for all phasing steps, where the last step will be performed at a

resolution of about 8 AÊ . The traditional rule `grid step =

resolution/3' can be applied, giving a grid size of 18� 20� 24.

Such a conservation of the grid for all steps is not a necessary

requirement and is performed only for convenience. Other-

wise, the grid can be increased with phase extension.

Several phasing protocols were subsequently applied as

discussed below. Their results are summarized in Table 5. Two

of the protocols (P1.1 and P2.1) consist of one phasing cycle

and the third protocol consists of two phasing cycles (P3.1 and

P3.2).

4.3. Initial phasing

4.3.1. Protocol P1. Following the analysis discussed above,

the connectivity analysis was performed at 16 AÊ resolution.

The generated phase set was selected if the corresponding

mask contained exactly four connected components. In®nite

components were always forbidden (condition not shown in

Table 5). The procedure had already selected 100 variants

from the ®rst 216 phase sets generated, allowing us to believe

that the mean phase set obtained with such parameters would

not be much better than a random set. Nevertheless, these

selected sets were aligned at the resolution of 16 AÊ and

averaged. This averaging resulted in a mean value of the FOM

of near 0.38 and a relatively high correlation with the exact

phases (0.75 at 16 AÊ resolution; Table 5).

It is worthy of note that when generating random phase sets

the phases of re¯ections at any resolution may be generated.

Similarly, when a posteriori comparing the found estimates of

phase values with the exact phases, the map correlation

coef®cient may be calculated for different resolution zones.

Nevertheless, if a particular re¯ection was not involved in

calculation of the analyzed syntheses (e.g. it is of too high a

resolution), then it will be presented by arbitrary values of the

corresponding phase in the selected phase sets, as this phase

value was not restricted. This is usually re¯ected by a near-

zero value of the corresponding ®gure of merit obtained in the

averaging.

The maps calculated at a resolution of 16 AÊ were super-

imposed with the corresponding exact maps. Two different

projections perpendicular to the crystallographic axes 0Z and

0X show (Fig. 3a) that the molecular centre, indicated by the

major peak in the map calculated with the model phases, was

determined relatively well, but the molecular envelope could

yet be determined from this ab initio phased map. In the

following, this phase set is referred to as P1.1. It can be

remarked that even the map with the model phases does not

show the molecular envelope (there is practically no density

for the �-helix as it appears in Figs. 3b±3d); this lack of

information is a consequence of too low a resolution rather

than of imprecise phase values.

4.3.2. Initial phasing with a stronger selection rule:
protocol P2. In order to increase the quality of the obtained

phases, a more strict selection was applied in the initial

phasing cycle by simultaneously checking two conditions

instead of the single one used in protocol P1. It was now

requested that four connected components appear not only in

a 16 AÊ resolution-based mask but also in a 12 AÊ resolution-

based mask. Other parameters were taken as previously.

The procedure now selected 100 variants after 2247 phase-

set generations. Similarly to P1, the ®rst condition reduced the

number of phase sets by close to twofold (1027 sets satis®ed

the ®rst selection rule), but only 100 of these 1027 phase sets

also satis®ed the second rule. The new averaged phases

obtained were generally better than the previous ones. While

the phase correlation in the 16 AÊ resolution zone slightly

decreased, from 0.75 to 0.72, it signi®cantly increased for

higher resolution re¯ections (Table 5). Therefore, this second

phase set, referred to in the following as P2.1, should be a

better starting point for further phase extension.

The improved quality of this map in comparison with the

results of previous phasing can be identi®ed by visual analysis.

The corresponding map shows density corresponding to the

Table 5
Protocols for different start trials of the connectivity-based phasing for
the protein G.

Here, dmask is the resolution of the synthesis subjected to connectivity analysis
and Ncomp and �largest are the total number of connected components and the
multiplicity of the largest component, respectively. A and C are the selection
rules described in x2.4. The last three columns present the result of the
comparison of the averaged phases with the exact phases. The total number of
generated phase sets (the ®rst value) and the number of phase sets kept after
application of one selection criterion after another are given in the column
`No. sets'.

Comparison with the
exact phases

Protocol
dmask

(AÊ )
Selection
rule Ncomp �largest

No.
sets Resol. hm(h)i Corr.

P1.1 16.0 A 4 4 216 16.0 0.38 0.75
100 12.0 0.24 0.50

10.0 0.18 0.36
9.0 0.16 0.30
8.0 0.14 0.26

P2.1 16.0 A 4 4 2247 16.0 0.21 0.72
12.0 A 4 4 1027 12.0 0.25 0.65

100 10.0 0.18 0.40
9.0 0.15 0.36
8.0 0.13 0.31

P3.1 16.0 A 4 4 10661 16.0 0.22 0.77
12.0 A 4 4 5038 12.0 0.27 0.69
10.0 C �8 4 496 10.0 0.20 0.51

100 9.0 0.17 0.46
8.0 0.14 0.41

P3.2 16.0 A 4 4 2020 16.0 0.23 0.74
8.0 C �12 4 1210 12.0 0.24 0.67

100 10.0 0.24 0.56
9.0 0.20 0.50
8.0 0.17 0.43



�-helix and not only to the centre of the molecule (Fig. 3b).

This map is formally calculated at a resolution of 8 AÊ ,

although its effective resolution is much lower because of

weighting by FOMs.

When the model and the exact phases are unknown, several

phasing strategies can be tested and the quality of several

obtained phase sets can be compared by analyzing the

connectivity properties of the corresponding maps. In order to

illustrate this, two maps at a resolution of 12 AÊ were calculated

with the phases P1.1 and P2.1, respectively. For these maps,

the number and the volume of connected components were

analyzed for different cutoff levels. The map with phases P1.1

showed four connected components up to a cutoff corre-

sponding to a relative volume of 0.10. At low cutoff levels the

components started to merge and there were only two

connected components when the selected relative volume was

varied from 0.10 to 0.28.

For the map calculated with the phases P2.1, this switching

from four to two isolated regions happens at a signi®cantly

lower level, at only 0.18. This better separation of regions,

which for an unknown structure are believed to correspond to

individual molecules, lets us choose of the second set as the

better one in a practical situation when the exact phases are

unknown.
4.3.3. Further reinforcement of the starting selection:

protocol P3. An attempt to improve phases further was made

using one extra condition. This new condition was de®ned

similarly to the two used previously, but was applied to a

higher resolution (10 AÊ in this test) mask. However, at such a

resolution the maps do not necessarily have four connected

components; they can already be split into smaller parts.

Therefore, this extra condition was formulated as the selection

of maps that at 10 AÊ resolution show not more than eight

connected regions (in other words, each molecule can be

represented by one or two regions).

More phase sets, 10 661 in total, were generated before 100

of them were selected. It may be noted that increasing the

number of criteria correspondingly increases the CPU time.

The corresponding averaged phases were called phase set

P3.1. This resulting map at a formal resolution of 8 AÊ is shown

in Fig. 3(c), in which an �-helix can be distinguished already.

4.3.4. Phase refinement and extension: protocol P3.2. The

resolution of the synthesis should be increased if more

structural details are to be searched for. It is not possible to

perform the search at a high resolution from the beginning

because the number of re¯ections to be phased becomes too

large and the search becomes either impossibly long or too

incomplete. Therefore, the already obtained phase informa-

tion should be used as a starting point for such a phase

extension. For the re¯ections in a higher resolution shell which

were excluded from the previous phasing, the phases are

searched uniformly as before, while for the previously phased

re¯ections new phase values are generated using the Von

Mises distribution (see x2.6). Figures of merit calculated in the

initial step are used to de®ne the parameter of this distribution

for each re¯ection (Lunin et al., 1990). The higher the FOM,

the sharper the probability distribution around the already

available phase is and the lower is the chance of shifting it far

away from this value.

For such a phase extension starting from phase set P3.1, we

applied two selection criteria simultaneously: a previous

condition for the presence of four components at 16 AÊ and a

new condition at 8 AÊ where we required a map to have not

more than 12 connected components and to have the ®rst

multiplier equal to four. The FOMs of the resulting phase set

P3.2 are similar to those of P3.1; however, the correlation with

the exact phases, especially in the higher resolution zones,

continues to increase (Table 5). The map calculated at a

resolution of 8 AÊ (Fig. 3d) shows the shape of the �-helix quite

unambiguously. Extra density also appears corresponding to

other parts of the model (not shown).

4.4. Phase extension using a clustering procedure

The averaging of the variants together is an example of a

simple procedure for the treatment of the selected variants. A

more intelligent procedure consists of separating the selected

sets into groups of close phase sets (these groups are called

clusters) and averaging inside every isolated cluster separately

(Lunin et al., 1990, 1995, 2000; see these papers and also Lunin

et al., 2002 for further technical details). The clustering

procedure uses the matrix of one-to-one distances between

the selected variants as the input and does not require other

phase information. The closer the phase sets are, the earlier

they are merged. A graphical presentation of this merging

procedure is a cluster tree (Fig. 4). Each point on the bottom

line corresponds to a single phase set. Merging of two phases

sets into a cluster is indicated by connection of the corre-
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Table 6
Analysis of connectivity of the 8 AÊ resolution maps calculated with the
phases obtained by the averaging of the variants in the A3 and A4 clusters
(see x4.4).

Ntot is the total number of connected components in the Fourier synthesis
mask.

Relative
mask
volume

Phase set

A3 A4

Ntot Comp. 1 Comp. 2 Comp. 3 Ntot Comp. 1 Comp. 2 Comp. 3

0.014 8 4 � 171 4 � 28 0 8 4 � 196 4 � 2
0.028 12 4 � 283 4 � 105 4 � 8 12 4 � 354 4 � 42 4 � 6
0.042 12 4 � 377 4 � 165 4 � 58 12 4 � 485 4 � 99 4 � 18
0.056 12 4 � 561 4 � 225 4 � 14 12 4 � 606 4 � 152 4 � 37
0.070 8 4 � 680 4 � 319 0 12 4 � 724 4 � 219 4 � 58
0.083 4 4 � 1204 0 12 4 � 843 4 � 276 4 � 82
0.097 4 4 � 1398 0 12 4 � 958 4 � 343 4 � 99
0.100 4 4 � 1441 0 12 4 � 979 4 � 358 4 � 105
0.125 2 2 � 3598 0 10 4 � 1170 2 � 960 4 � 155
0.130 2 2 � 3738 0 10 4 � 1203 2 � 1008 4 � 169
0.153 2 2 � 4410 0 4 2 � 3234 2 � 1190 0
0.167 2 2 � 4798 0 4 2 � 3502 2 � 1306 0
0.181 2 2 � 5196 0 1 1 � 10412 0
0.195 2 2 � 5606 0 1 1 � 11212 0
0.209 2 2 � 6006 0 1 1 � 12036 0
0.222 2 2 � 6410 0 1 1 � 12816 0
0.236 2 2 � 6802 0 1 1 � 13616 0
0.250 2 2 � 7210 0 1 1 � 14420 0
0.264 2 2 � 7610 0 1 1 � 15228 0
0.278 2 2 � 8014 0 1 1 � 16048 0
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sponding lines; the lower the point of

the connection, the closer the phase

sets. Such an approach may result in

several alternative averaged phase sets

that must be tested to select the best one

or used together in the framework of a

multi-solution strategy. A serious

obstacle in this approach is that it is

dif®cult to automate and human inter-

vention is currently required to make a

choice.

The cluster analysis needs a larger

number of selected phase variants

because the whole variety of selected

sets will be divided into clusters and

main clusters should contain a reason-

able number of phase sets. To do so, the

phase-generation protocol P3 was

repeated with exactly the same condi-

tions but searching for a larger number

of selected phase sets, namely 150.

These variants (set P4.1) were the

subject of a cluster-analysis procedure.

Fig. 4 shows the cluster tree calcu-

lated for set P4.1. The whole ensemble

of phase variants can be taken together

and considered to be a single large

cluster A1. In this case, the whole

procedure will be exactly the same as

previously. However, at its right the

cluster tree shows a group of phase sets

(20 variants) that are separated from

the others. Our experience shows that

such a small isolated group usually

contains noise variants and can be

excluded from further analysis, thus

already improving the result. The

remaining 130 variants can be consid-

ered as an alternative cluster A2 and

can be averaged. However, the tree can

be studied at the next level. These 130

variants of the cluster A2 are, in turn,

separated into two clusters: the left one,

A3, composed of 71 variants and the

right one, A4, composed of 59 variants.

The averaging can be performed sepa-

Figure 3
Fourier synthesis maps for protein G calculated with the phases found ab initio (see x4.3). Two
projections, perpendicular to the axes 0Z and 0X, are shown on the left and right, respectively. The
ab initio phased maps (black contours) are superimposed with the map calculated at 16 AÊ with the
model phases (a; blue contours) or with the �-helix of the atomic model (b±d). (a) Phase set P1.1,
resolution 16 AÊ ; (b) phase set P2.1, resolution 8 AÊ ; (c) phase set P3.1, resolution 8 AÊ ; (d) phase set
P3.2, resolution 8 AÊ .

Table 7
Correlation of the exact phases with the phases obtained by the averaging in clusters A1±A4.

The map correlation coef®cient (1) multiplied by 100 is shown.

Resolution (AÊ )

Cluster 16.0±1 12.0±1 10.0±1 9.0±1 8.0±1 7.0±1 12.0±16.0 10.0±12.0 9.0±10.0 8.0±9.0 7.0±8.0 6.5±7.0

A1 78 70 50 45 40 34 73 63 65 12 46 24
A2 76 70 49 44 39 33 72 64 59 12 53 26
A3 76 77 57 49 43 36 78 55 45 14 49 31
A4 75 37 29 21 26 21 41 48 63 38 48 23



rately for the phase variants included in these clusters, thus

giving two phase sets.

Going to lower levels of the cluster tree does not make

much sense because the size of these clusters becomes too

small and the phase averaging would be statistically mean-

ingless. However, if a larger number of variants are generated

and selected, such a procedure could be possible. On the other

hand, a growing number of clusters complicates the problem

of selection of a single variant as the solution of the phase

problem, as discussed below.

In the current case, the four suggested clusters A1±A4 were

analyzed as follows. The clusters A1 and A2 were close to each

other and the right group of 20 variant of A1 was considered to

be noise; therefore, cluster A2 was considered to be preferable

to cluster A1. The clusters A3 and A4 were quite different,

being complementary components of the cluster A2. After

they were merged into A2, the quality of the best cluster (we

do not know yet which one) could be decreased and the best

strategy would be to calculate two independent phase sets, one

for A3 and one for A4, and to try to identify the better one. An

a priori choice was cluster A3 because it was slightly larger

than A4 and more compact; its top point is lower that the top

point for the cluster A4. This choice can be performed (or

con®rmed) by a more objective numerical method. The

connectivity properties of the maps calculated at 8 AÊ with the

averaged phases from A3 and from A4 were studied. Table 6

shows that the phases A3 give a well connected map with a
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Figure 5
The number of connected components in the ab initio phased Fourier
synthesis masks for protein G as a function of the phasing cycle number.
The relative volume of the masks is 0.1. Different curves correspond to
syntheses of different resolutions.

Figure 6
Variation of the phase quality in the course of ab initio phasing for protein
G. The comparison with the phases calculated from the re®ned atomic
model is performed. The map correlation coef®cient (1) for phase sets at
different resolution is shown as a function of the iteration number.

Figure 4
Cluster tree calculated for the phase sets P4.1 (see x4.4). A3 and A4 are
the two major clusters discussed in the text.
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cutoff corresponding to a relative volume of up to 0.1, while

the map calculated with the phases A4 for the same level is

much more disconnected, thus con®rming the choice of A3 for

the phase estimation.

For this test case with the known exact phase values, the

correlation of an obtained phase set with these exact phases

can be calculated. This comparison was performed for phases

corresponding to all four clusters A1±A4. It shows (Table 7)

that the cluster A3 is indeed the best one and that phase

information is available to a resolution of 8±9 AÊ . Table 7

shows also that phases A1 and A2 have practically the same

quality and that phases A4 are clearly the worst of the four

sets. The phase correlation for A3 is practically the same as for

the phases P3.2 obtained after two steps of the phasing

procedure, but this set was obtained

after a single step of phase generation.

This makes us believe that application

of the phase extension described

above to the phases A3, the best

available from the clustering analysis,

can improve the phases further.

4.5. Phase extension to a higher
resolution

In this favourable case of a rela-

tively small protein and an experi-

mental data set of very high quality,

including completeness, it was inter-

esting to continue the phasing to

higher resolution. The phases P4.1,

cluster A3, were taken as the results of

the ®rst phasing step and a procedure

similar to that described above was

applied to iteratively increase the

resolution of the phase set and to

improve the quality of the already

available phases. As might be

expected, more selection conditions

were used when working at a higher

resolution. In all cases, we limited the

total number of connected regions and

this number increased with the reso-

lution. In most cases, the choice was

performed empirically from the rule

that each new condition roughly

reduced the variants by the same

percentage as any previous one.

During the entire procedure, the

phases were generated for all re¯ec-

tions at a resolution of 3 AÊ and lower,

even when these re¯ections did not

contribute to any of the veri®ed

conditions. Naturally, the averaging of

phases excluded from all ®ltrations

gave lower FOMs and higher phase

errors, which could approach 90�.
However, this allowed a formal calculation of the Fourier

maps at all resolutions up to 3 AÊ at any step of phase exten-

sion. Fig. 5 illustrates the analysis of the connectivity proper-

ties of these maps. All connected regions were determined

with a cutoff level selecting 0.1 of the volume. For all phase

sets, the synthesis of the largest resolution used (16 AÊ ) always

has four connected domains, one per molecule. For the

syntheses of an intermediate resolution, 8 or 12 AÊ , this

number oscillated and each molecule was represented by one

to ®ve regions, depending on the iteration. The maps at a

higher resolution had a tendency for the number of regions to

decrease with the iterations, even when these re¯ections were

excluded from the calculations. This can be considered as

some kind of a self-veri®cation, the analysis of `free re¯ec-

Figure 7
Variation of the map quality in the course of ab initio phasing for protein G. Weighted 3 AÊ resolution
Fourier syntheses maps are shown in projection perpendicular to the z axis of at different stages of
phasing. A slab ÿ6/72 � z � 6/72 in the unit cell is shown.



tions'. This kind of analysis does not require knowledge of the

exact phases and can be performed for any phasing project.

In our test case with the known exact phases their corre-

lation with the phases obtained after each phasing step can be

calculated, which is obviously not possible in the practical

situation. Fig. 6 shows that the evolution of the phase quality is

not monotonous. The phases of the lowest resolution re¯ec-

tions remain practically the same during the entire process.

The phases of the re¯ections in the resolution shell 8±12 AÊ

were drastically improved after the ®rst few iterations. For

some reason, the quality of the phases of the re¯ections with

resolution 6±8 AÊ fell in the last step. However, it could be

remarked that the quality of the phases for re¯ections with

resolution higher than 8 AÊ was generally quite low. This low

quality was re¯ected in very low FOMs, which practically

excluded these re¯ections from the synthesis calculation even

when they were formally present. Nevertheless, all these

re¯ections gradually started to play a role in the map quality.

Fig. 7 illustrates the evolution of maps formally calculated at

3 AÊ resolution at different stages of this phasing. While no

speci®c conditions on the shape of the density were applied,

the evolution of the maps shows a slow appearance of elon-

gated regions corresponding to individual �-strands.

Fig. 8 shows the obtained map superposed with the avail-

able atomic model. This map does not simply show a rough

molecular envelope as is usually expected for maps obtained

by phasing starting from the low-resolution end, but shows the

�-helix and individual �-strands.

Another presentation of the map obtained is given in Fig. 9.

As previously for Er-1, even some features of the main chain

can be observed, as is the case for the �-helix and for the

�-strand, at the depth of the image, but these features are

irregular and the goal of further developments is to let the

phasing method be available to reproduce them system-

atically. To calculate this map, all re¯ections to a resolution of

3 AÊ were used, being weighted with the corresponding FOMs.

In order to estimate the effective resolution of the ®nal map,

the map was compared with maps calculated with the exact

phases. Such a comparison (Fig. 10) shows that the effective

resolution can be estimated at somewhere between 4 and 5 AÊ .

5. Conclusions

Usually, phasing at low resolution is

considered to be a way to obtain the

molecular envelope and the molecular

packing in the crystal. One of the most

powerful approaches in this resolution

range (for a review, see Lunin et al., 2002)

is connectivity-based phasing (Lunin et al.,

2000).

This phasing procedure is relatively

straightforward; however, at some stages

the procedure may (but does not necessa-

rily) require human intervention. In the

initial step, a few tens of re¯ections are

phased; this phase information is then

extended to a larger set of structure

factors.
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Figure 9
An ab initio phased Fourier synthesis map calculated at a resolution of 4 AÊ superposed with a
protein G model.

Figure 8
Superposition of an ab initio phased map with the known atomic model of
protein G. The slabs shown correspond to the part of the model
containing (a) �-helix (slab 11/72 � z � 25/72) and (b) �-sheet (slab
30/72 � z � 42/72). The atom positions are marked for one of the
symmetry-related molecule copies only.
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This phasing method has previously been tested with

several known structures (Lunin et al., 2000) and then

successfully applied to the experimental data of LDL, allowing

its structure determination at a resolution of about 27 AÊ

(Lunin et al., 2001). In the present work, an attempt was made

to extend the resolution zone. The results obtained prove that

in a favourable situation direct phasing and, in particular, the

connectivity-based approach allow the determination of maps

of medium resolution (about 4±5 AÊ ). The quality of these

maps may be high enough to allow secondary-structure

elements such as �-helices and individual �-strands to be

identi®ed.

APPENDIX A
Connectivity-analysis algorithm

Let a grid with Nx � Ny � Nz divisions be introduced into the

unit cell of a crystal and 
 be some selected subset of the

nodes of this grid. The goal of connectivity analysis is to ®nd

the number of connected components in 
 and to de®ne their

size.

The concept of the connected component is based on the

de®nition of neighbouring nodes. For a given node, the set of

its neighbours may be de®ned differently and the results of the

connectivity analysis may depend on this de®nition. In this

paper, the simplest de®nition was explored. Let r = (i1, i2, i3) be

the indices of the grid nodes which are supposed to vary in the

limits 1 � i1 � Nx, 1 � i2 � Ny, 1 � i3 � Nz. For an inner node

(i1, i2, i3) in the unit cell, the following six nodes will be

considered as neighbours,

�i1 ÿ 1; i2; i3�;�i1 � 1; i2; i3�; �i1; i2 ÿ 1; i3�; �i1; i2 � 1; i3�;
�i1; i2; i3 ÿ 1�; �i1; i2; i3 � 1�: �3�

For the nodes at the border of the unit cell, the de®nition must

be corrected using the periodicity of the crystal. Following the

de®nition chosen above, the grid node with indices (1, 1, 1) has

neighbours (Nx, 1, 1), (2, 1, 1), (1, Ny, 1), (1, 2, 1), (1, 1, Nz) and

(1, 1, 2). If 1 < i1 < Nx and 1 < i3 < Nz, then the neighbours of

the node (i1, Ny, i3) are (i1ÿ 1, Ny, i3), (i1 + 1, Ny, i3), (i1, Nyÿ 1,

i3), (i1, 1, i3), (i1, Ny, i3 ÿ1), (i1, Ny, i3 + 1) etc.

A sequence of grid nodes r1, r2, . . . , rn is called a chain if

every two consecutive nodes are neighbours.

A subset D of the set 
 is called a connected component if

for every two of its nodes a and b it is possible to ®nd a chain

r1, r2, . . . , rn of the nodes of D such that r1 = a and rn = b.

An algorithm based on analogies with the process of

burning of dry grass was used in our calculations. Its principal

steps may be described as follows.

Step 1. Initialization. The nodes of the set 
 are marked as

`fuel'. All others nodes of the grid are marked as `empty'. The

number of found components is initially equal to zero.

Step 2. Search for a new component. The nodes of the grid

are scanned until a `fuel' node is found. A `current front' is

de®ned as a set consisting of this node only. The number of

found components is increased by one. A symbol m is chosen

to mark the new component found; for example, this can be a

consecutive number of the connected component.

If no `fuel' nodes were found at this step then the work is

®nished.

Figure 10
The comparison of the ab initio phased synthesis (b) with the exactly
phased 5 AÊ resolution (a) and 4 AÊ resolution (c) syntheses allows the
estimation of the effective resolution of the ab initio phased synthesis as
4.5 AÊ . A slab ÿ6/72 � z � 6/72 in the unit cell is shown.



Step 3. Isolation of a connected component. The next two

steps are repeated several times until the termination condi-

tion of Step 3.1 is ful®lled.

Step 3.1. The `future front' is de®ned as the set of the nodes

that are neighbouring to one of the nodes of the `current front'

and are `fuel' nodes.

If the `future front' is found to be empty, then the connected

component is isolated and the algorithm returns to the Step 2

to search for the next connected component.

Step 3.2. Propagation of the front. The nodes of the current

front are considered to be burned away and became `empty'.

They are marked by the symbol m chosen for the current

component. The `future front' is renamed the `current front'

and Step 3.1 of the procedure is repeated.

When no more `fuel' nodes found at Step 2, the algorithm

terminates the work. The result of the procedure is the

number of the found connected components; the nodes of

every component are marked by a symbol speci®c for this

component. The number of nodes of every component may

easily be calculated.

It is easy to see that the suggested algorithm does not

depend on the particular de®nition of the set of neighbouring

nodes and can be easily adapted to any of them. For example,

the set of neighbouring nodes (1) may be extended by

including 12 `diagonal' nodes

�i1 ÿ 1; i2 ÿ 1; i3�; �i1 � 1; i2 ÿ 1; i3�; �i1 ÿ 1; i2 � 1; i3�; . . . ;

�i1; i2 � 1; i3 � 1� �4�
or, additionally to (4), by eight further nodes

�i1 ÿ 1;i2 ÿ 1; i3 ÿ 1�; �i1 � 1; i2 ÿ 1; i3 ÿ 1�; . . . ;

�i1 � 1; i2 � 1; i3 � 1� �5�
etc.
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